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ABSTRACT Proteins that interact with DNA are involved in a number of fundamental biological activities such as DNA replication, transcription, and repair. A reliable identification of DNA-binding sites in DNA-binding proteins is important for functional annotation, site-directed mutagenesis, and modeling protein–DNA interactions. We apply Support Vector Machine (SVM), a supervised pattern recognition method, to predict DNA-binding sites in DNA-binding proteins using the following features: amino acid sequence, profile of evolutionary conservation of sequence positions, and low-resolution structural information. We use a rigorous statistical approach to study the performance of predictors that utilize different combinations of features and how this performance is affected by structural and sequence properties of proteins. Our results indicate that an SVM predictor based on a properly scaled profile of evolutionary conservation in the form of a position specific scoring matrix (PSSM) significantly outperforms a PSSM-based neural network predictor. The highest accuracy is achieved by SVM predictor that combines the profile of evolutionary conservation with low-resolution structural information. Our results also show that knowledge-based predictors of DNA-binding sites perform significantly better on proteins from mainly-α structural class and that the performance of these predictors is significantly correlated with certain structural and sequence properties of proteins. These observations suggest that it may be possible to assign a reliability index to the overall accuracy of the prediction of DNA-binding sites in any given protein using its sequence and structural properties. A web-server implementation of the predictors is freely available online at http://lcg.rit.albany.edu/dp-bind/. Proteins 2006;64:19–27.
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INTRODUCTION

Proteins that interact with DNA are involved in a number of fundamental biological activities such as DNA replication, transcription, and repair. It is estimated that in the human genome the total number of transcription factors alone can be as high as 3000 or about 10% of all protein-coding genes. Therefore, a reliable identification of DNA-binding sites in DNA-binding proteins is important for functional annotation, in silico modeling of transcription regulation, and site-directed mutagenesis. This process is relatively straightforward if the structure of a protein–DNA complex is known. However, solving the structure of a protein–DNA complex is a much more complicated and time-consuming process than solving the structure of a protein alone. A number of computational methods that use experimentally solved structure of a DNA-binding protein to identify DNA-binding interface based on the electrostatic potential and the shape of molecular surface have been developed. However, these methods have at least two major limitations. One problem with using the structure of an unbound protein to predict sites involved in interactions with DNA is that the actual structure of the DNA-bound protein may substantially differ from the unbound form. The other problem is that structure-based computational methods still involve the expensive and time-consuming process of experimental determination of protein structure. Homology modeling is unlikely to solve this problem because it produces low-resolution models that lack atomic level details, especially on side-chain packing.

An alternative to structure-based prediction is to use the properties of amino acid sequence of a DNA-binding protein to predict DNA-binding sites. Amino acid sequence itself is always available for any protein. For most proteins, a profile of evolutionary conservation of sequence positions can also be obtained. This profile provides information on how conserved each sequence position is and can be utilized to predict functional sites. The underlying idea of this approach is that functionally important residues corresponding to functional sites are usually more conserved than the rest of the sequence. For a given sequence, a profile of evolutionary conservation is constructed by collecting all homologs of this sequence and
aligning them together. The resulting multiple alignment is used to assign a conservation score to each position in the sequence. Neural network predictors of DNA-binding sites that utilize amino acid sequence and a profile of evolutionary conservation in the form of a Position Specific Scoring Matrix (PSSM) have recently been developed.

In this work, we use Support Vector Machine (SVM), a supervised pattern recognition method, to predict DNA-binding residues in DNA-binding proteins. SVM is a powerful tool for data classification based on a rigorous statistical theory. It is replacing neural networks in a variety of fields, including computational analysis of molecular data. One of the most attractive features of SVM is that it is capable of dealing with a very large number of variables (usually called features) used to describe the objects being classified. The training of SVM is relatively easy and efficient even for large-scale datasets. Many successful applications of SVM have demonstrated its superiority over neural networks and other machine learning methods. We use the following three types of features to construct SVM predictors of DNA-binding residues in a DNA-binding protein: its amino acid sequence, profile of evolutionary conservation of sequence positions, and low-resolution structural information (secondary structure, solvent accessibility, and spatial neighbors of a residue). We use SVM predictors that utilize different combinations of features to study how the performance of a pattern recognition method may be affected by structural and sequence properties of proteins. To the best of our knowledge, this is the first study of its kind that uses a rigorous statistical approach to analyze the performance of a pattern recognition method using groups of structurally similar proteins and to study correlations between the performance and protein properties. Our results indicate that incorporating a properly scaled profile of evolutionary conservation in the form of a PSSM obtained using a nonredundant sequence database significantly improves the accuracy of knowledge-based prediction of DNA-binding residues. We show that the best performance is achieved by an SVM predictor that combines evolutionary information with low-resolution structural information. Our results also show that knowledge-based predictors of DNA-binding residues perform significantly better on proteins from mainly-α structural class and that the performance is correlated with certain structural and sequence properties of proteins.

MATERIALS AND METHODS

Datasets

The nonredundant dataset of 62 experimentally solved protein–DNA complexes, PDNA-62, was taken from the work of Ahmad and colleagues (2004). Atomic coordinates for each complex were downloaded from the Protein Data Bank (PDB). Within each complex all identical chains were removed, leaving a total of 66 protein chains interacting with DNA. The NCBI nonredundant protein database (NCBI-NR) was clustered at 90% sequence identity using the CD-HIT program version 2.0.3 to generate the NCBI-NR90 database in which all sequences have pairwise sequence similarity below 90%. The NCBI-NR90 database was utilized to run the PSI-BLAST program (see below).

Definition of a DNA-Binding Residue

An amino acid residue in a protein chain is labeled as a DNA-binding residue if the distance from at least one of its atoms to any DNA atom is less than a cutoff distance D. This definition is the same as the one used to train a neural network predictor of DNA-binding residues. Our studies have shown that the cutoff distance of D = 4.5 Å gives the best separation between binding and nonbinding residues (the highest classification accuracy). We therefore use the cutoff distance of 4.5 Å. Amino acid residues that do not satisfy the above definition of being in contact with DNA are labeled as nonbinding. Some residues in PDB entries, called missing residues, lack information about their atomic coordinates. Such missing residues were excluded from classification into binding/nonbinding.

Construction of a Position Specific Scoring Matrix (PSSM)

We include a profile of evolutionary conservation of residue positions into our prediction of DNA-binding sites by constructing a position specific scoring matrix (PSSM) for each input sequence. For a sequence of length N residues, PSSM is represented by an N × 20 matrix. Each element of this matrix, m[i,j], provides information on evolutionary conservation of residue type j in sequence position i. Information on the overall evolutionary variability of sequence position i is encoded in the entire ith row, m[i,*]. We used the PSI-BLAST program version 2.2.10 to generate a PSSM for each protein chain. For each protein sequence PSI-BLAST was run for five iterations using the NCBI-NR90 database, the soft masking of low complexity regions, inclusion E value threshold of 10^{-3}, and word size of 2. For all other PSI-BLAST arguments we used the default values.

Support Vector Machine (SVM) classification

Support Vector Machine (SVM) is a very effective supervised machine learning method for pattern recognition. An advantage of SVM is that it is based on a rigorous statistical learning theory. SVM has been successfully applied to a variety of high-dimensional nonlinear biological problems, including prediction of biological function and structure from protein sequences. When SVM is applied to a two-class pattern recognition, it is presented with a series of labeled objects from two classes (these objects are referred to as positive and negative training examples) and trained to distinguish between these classes. Usually, each object, A, in the sample is represented as an n-dimensional numeric feature vector, V(A) = (v_1, v_2, ..., v_n), where v_1, v_2, ..., v_n are variables (features) describing the properties of object A. During training, SVM maps training examples into a high-dimensional space via a kernel function and constructs a boundary that separates two classes in an optimal way. After successful training, SVM is able to predict with a high degree of
confidence to which of the two classes a new, previously unseen, object belongs. In our case, positive examples are represented by DNA-binding residues and negative examples are represented by nonbinding residues. We use SVM implemented in the libSVM package version 2.8.

We tried various kernel functions available in libSVM and determined that the Radial Basis Function (RBF) kernel gives the highest accuracy for our dataset.

**Feature Selection**

**Sequence and evolutionary information**

In machine learning applications, the 20 amino acid types can be encoded using 20 mutually orthogonal binary vectors of dimension 20. In this case, all pairwise distances between amino acid types are identical and do not take into account the degree of (dis)similarity in their chemical properties. To overcome this limitation, each amino acid type can be encoded as a vector of dimension 20 using a corresponding row from amino acid similarity or dissimilarity matrix. We found that encoding using BLOSUM62 similarity matrix works better on our data-set than binary encoding. Each element of the similarity matrix, $s_{i,j}$, was normalized between 0 and 1 using a logistic function:

$$s^{(N)}[i,j] = \frac{1}{1 + e^{-\frac{s_{i,j}}{\text{threshold}}}}$$

This normalized version of BLOSUM62 matrix is utilized to encode a protein sequence with a standard procedure using a sliding window of size $w$, where $w$ is an odd number. In this procedure, for an amino acid residue $a_k$ in sequence position $k$, we construct a feature vector by concatenating BLOSUM62 rows describing sequence fragment $a_{k-w+1}...a_k...a_{k+w-1}$, where $w = 1, 2$. This gives us a feature vector $S_k$ of dimension $20 \cdot w$:

$$S_k = (s^{(N)}[a_{k-(w-1)/2}, ...], s^{(N)}[a_k, ...], s^{(N)}[a_{k+(w-1)/2}, ...])$$

where $s[a_{i,j}]$ is BLOSUM62 row for residue type $a_i$. If the window extends beyond the sequence termini, empty positions before the first and after the last residue are represented as zero vectors of dimension 20. We will refer to the SVM predictor that uses features given by Equation 2 as seq-SVM.

The evolutionary information from PSSM is encoded using the same approach as described above. First, all elements of a PSSM are scaled between 0 and 1 using Equation 1. Second, for an amino acid residue in position $k$ a feature vector of dimension $20 \cdot w$ is constructed by concatenating corresponding PSSM rows for positions from $k - (w - 1)/2$ to $k + (w - 1)/2$. Our study has shown that setting the window size, $w$, to 7 gives the best results. Therefore, both sequence and evolutionary information for each residue were encoded by a feature vector of dimension 140. We will refer to the SVM predictor that uses PSSM-derived feature vectors as pssm-SVM.

**Structural information**

We used the following features to describe structural environment of a residue: its spatial neighbors, missing residues, solvent accessibility, and the type of secondary structure. Spatial neighbors of a residue in sequence position $k$ are defined as a vector of dimension 20, $f^{(N)}_k$, that contains the normalized frequencies of occurrence of each of the 20 amino acid types within a sphere of radius 12 Å centered at residue $k$. The position of each residue is described using the coordinates of its $N^*$ atom. The normalized frequency of amino acid type $i$ in this sphere is given by:

$$f_i^k = \frac{n_{i,k}}{\sum_{j=1}^{20} n_{j,k}}$$

where $n_{i,k}$ is the number of occurrences of amino acid type $i$ within a sphere centered at residue $k$. The nearest N- and C-terminal neighbors are omitted from the count. The radius of 12 Å was chosen because our study has shown that this value gives the best classification accuracy. Solvent accessibility was computed using the DSSP program.

We used the normalized solvent accessibility of a residue in position $k$, $\text{NSA}(a_k)$:

$$\text{NSA}(a_k) = \frac{\text{SA}(a_k)}{\text{max } \text{SA}(a_k)}$$

where $\text{SA}(a_k)$ is the DSSP solvent-accessible surface area and max$\text{SA}(a_k)$ is the maximum possible solvent-accessible surface area of residue type $a_k$. Secondary structure was also computed using the DSSP program. All types of structure other than helix or β-strand were assigned to coil. Secondary structure was encoded using mutually orthogonal binary vectors: $(1,0,0)$ for helix, $(0,1,0)$ for β-strand, and $(0,0,1)$ for coil.

When we use structural information to make a prediction, we include the data on missing residues by adding one bit to the feature vector describing each sequence position (Eq. 2), so that the final vector is of dimension 21. This 21st bit is set to 0 for a missing residue and 1 otherwise. This 21st bit is always 1 for the central residue in the window because missing residues are excluded from classification into binding/nonbinding.

When we combine sequence with structural features or PSSM with structural features, we concatenate corresponding feature vectors together to form a single feature vector. We will refer to the SVM predictor that uses a combination of sequence- and structure-derived features as seq-str-SVM and to the SVM predictor that uses a combination of PSSM- and structure-derived features as pssm-str-SVM.

**Training and Testing**

The objective of training is to maximize the ability of an SVM predictor to discriminate between classes while avoiding overfitting. We used leave-one-out cross-validation to train and test our SVM predictor. In this procedure, one of the 62 protein complexes is left out for testing and the remaining 61 complexes are used for training. The process is repeated for each complex, 62 times in total.
These 62 runs are used to compute the average and standard deviation of the measures of classification performance. We use the following measures to assess different aspects of the quality of classification: accuracy (ACC), sensitivity (SN), specificity (SP), and correlation coefficient (CC). These measures are defined as follows:

\[
ACC = \frac{TP + TN}{TP + FP + TN + FN} \tag{5}
\]

\[
SN = \frac{TP}{TP + FN} \tag{6}
\]

\[
SP = \frac{TN}{FP + TN} \tag{7}
\]

\[
CC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FN)(TP + FP)(TN + FP)(TN + FN)}} \tag{8}
\]

where TP is the number of true positives (correctly predicted DNA-binding residues), FN is the number of false negatives (DNA-binding residue predicted as being non-binding), TN is the number of true negatives (correctly predicted nonbinding residues), and FP is the number of false positives (nonbinding residues predicted as being DNA-binding).

The ratio of the number of DNA-binding residues to that of nonbinding residues in our dataset is about 1:4. This is one of the most common problems in the application of machine learning to protein data — the number of examples from one class often significantly exceeds the number of examples from the other. If an SVM predictor is trained on such unbalanced dataset, it may become overfitted and will tend to assign observations to the over-represented class. In order to equalize the number of positive and negative examples in both training and testing datasets, for each protein chain we randomly sampled without replacement the same number of nonbinding residues as that of the DNA-binding ones as suggested by Kim and Park (2004). We chose the subsampling approach to balance the data because it significantly reduces learning complexity and allows us to use accuracy as an indicator during parameter optimization. The RBF kernel has two parameters, C and γ, that need to be optimized in order to achieve optimal performance of an SVM classifier. For each combination of features we use an exhaustive grid search to determine the values of C and γ.

RESULTS

Feature Selection and Prediction Accuracy

The goal of this section is to study how feature selection affects the performance of SVM predictor of DNA-binding sites in DNA-binding proteins. Figure 1 shows the receiver operating characteristic (ROC) curves for all four predictors trained on balanced and tested on unbalanced datasets (all sequence positions in each chain were used for testing). Table I shows the results of predictions made using various combinations of features for both balanced and unbalanced test datasets. One can see that the lowest accuracy, 68.2%, is observed when only the sequence of the protein is used to make a prediction. This is slightly lower than 73.6% accuracy of the sequence-based neural network classifier reported by Ahmad and colleagues (2004). However, our sequence-based SVM classifier has a considerably higher sensitivity (Eq. 6) of 70.2% compared to that of 40.6% in Ahmad and coworkers (2004). Using a profile of evolutionary conservation of sequence positions in the form of a Position Specific Scoring Matrix (PSSM) generated by the PSI-BLAST program significantly increases accuracy of SVM classifier up to 76.0% (Table I). This is 9.3% better than the previously reported accuracy of 66.7% achieved by the PSSM-based neural network classifier of Ahmad and Sarai (2005). Both sensitivity and specificity of pssm-SVM are also considerably better than those of the neural network classifier.

A comparison of the accuracy obtained using the sequence-based SVM (seq-SVM) and the PSSM-based SVM (pssm-SVM) for each protein individually shows that for the majority of the proteins (55 out of 66) using the profile of evolutionary conservation significantly improves accuracy (Fig. 2). However, for some proteins (11 out of 66) the accuracy of pssm-SVM is lower than that of seq-SVM. Partially, this can be explained by the fact that PSI-BLAST finds very small number of sequences homologous to each of these 11 proteins. For example, in the case of 1YUI, seq-SVM has accuracy of 65.4%, whereas pssm-SVM has accuracy of only 50% (prediction at a random level). Only five sequences were used to construct PSSM for 1YUI, which is not sufficient for capturing a reliable profile of evolutionary variability. Another such example of inferior performance of pssm-SVM is 1PAR_B for which only one sequence was used to construct PSSM. Interestingly, a small number of sequences is not always associated with inferior accuracy of the pssm-SVM. In the cases...
tion accuracy is considerably higher than a few percentage points. For some proteins, the accuracy of the prediction based on the combination of evolutionary and low-resolution structural information can be as high as 100%. One example of how adding more features gradually improves accuracy is represented by homeodomain MAT a1 (PDB id 1YRN). In the case of this protein, sequence-based prediction (seq-SVM) is only 50% accurate, prediction based on the combination of sequence and structural information (seq-str-SVM) is 65.4% accurate, prediction based on evolutionary information (pssm-SVM) is 88.5% accurate, and, finally, prediction based on the combination of evolutionary and structural information (pssm-str-SVM) is 100% accurate. For some proteins, however, adding structural descriptors can considerably lower prediction accuracy: 18 proteins for seq-SVM and 11 proteins for pssm-SVM fall into this category. The most extreme case is 1MNM_D, for which adding structural features to seq-SVM decreases accuracy by 20.8% from 87.5% to 66.7% (see Fig. 3).

Types of SVM predictors: Sequence, only the sequence of the protein was used; Sequence + structure, both the sequence and the structure of the protein were used; PSSM, only the profile of evolutionary conservation of the protein was used; PSSM + structure, both the profile of evolutionary conservation and the structure of the protein were used.

Accuracy, sensitivity and specificity are scaled between 0% and 100%. First line in each cell gives the values for balanced test datasets, the values for unbalanced test datasets are given in parenthesis.

### TABLE I. Measures of the Performance of SVM Predictors of DNA-Binding Sites

<table>
<thead>
<tr>
<th>SVM Predictor</th>
<th>(\gamma)</th>
<th>C</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence</td>
<td>0.02</td>
<td>4</td>
<td>69.7 ± 9.3</td>
<td>70.2 ± 16.8</td>
<td>69.2 ± 13.7</td>
<td>0.41 ± 0.191</td>
</tr>
<tr>
<td>Sequence + structure</td>
<td>0.025</td>
<td>4</td>
<td>71.0 ± 9.0</td>
<td>70.1 ± 17.5</td>
<td>71.1 ± 15.6</td>
<td>0.44 ± 0.180</td>
</tr>
<tr>
<td>PSSM</td>
<td>0.025</td>
<td>4</td>
<td>78.9 ± 10.1</td>
<td>76.9 ± 18.5</td>
<td>80.9 ± 13.6</td>
<td>0.60 ± 0.196</td>
</tr>
<tr>
<td>PSSM + structure</td>
<td>0.02</td>
<td>35</td>
<td>82.3 ± 9.4</td>
<td>79.2 ± 14.9</td>
<td>85.4 ± 10.3</td>
<td>0.66 ± 0.184</td>
</tr>
</tbody>
</table>

\(\gamma\), an optimal value of SVM \(\gamma\) parameter; C, an optimal value of SVM C parameter; CC, correlation coefficient (Eq. 8).

Fig. 2. Scatter plot of the accuracy of SVM predictor that uses single sequence information (seq-SVM) versus the accuracy of SVM predictor that uses the profile of evolutionary conservation (pssm-SVM). Each point corresponds to one protein. Points above the diagonal correspond to proteins on which pssm-SVM performs better. The circled point represents PDB entry 1YUI. Results for balanced test datasets.

Fig. 3. Scatter plot of the accuracy of SVM predictor that uses sequence information (seq-SVM) versus the accuracy of SVM predictor that uses both sequence and structural information (seq-str-SVM). Each point corresponds to one protein. Points above the diagonal correspond to proteins on which seq-str-SVM performs better. The circled point represents PDB entry 1MNM_D. Results for balanced test datasets.
Effect of Structural Properties on Prediction Accuracy

In this section we study how the global fold of protein affects prediction accuracy. To perform this study, we compared prediction accuracy between groups of proteins from four major structural classes annotated in the CATH database of structural domains\(^26\): mainly-\(\alpha\), mainly-\(\beta\), \(\alpha/\beta\), and few regular structure (\(frs\)). We only used proteins that contain domains from the same class. Proteins that have domains from at least two different structural classes were excluded. This gave us a total of 29 mainly-\(\alpha\), 4 mainly-\(\beta\), 19 \(\alpha/\beta\), and 4 \(frs\)-class proteins. We used the \(t\) test to compare the average prediction accuracy between these classes. The results summarized in Table II show that DNA-binding interface in mainly-\(\alpha\) proteins is predicted with significantly higher accuracy than that in \(\alpha/\beta\) proteins. The only exception is seq-SVM that predicts DNA-binding residues with similar accuracy in all four classes. However, when structural information is added to seq-SVM, accuracy also becomes significantly higher in mainly-\(\alpha\) class compared to that in \(\alpha/\beta\) class. The size of DNA-binding interface is similar in all four classes, which implies that it does not contribute to the difference in accuracy. Mainly-\(\alpha\) proteins have a shorter sequence than \(\alpha/\beta\). This may partially explain the observed difference in the accuracy of pssm-SVM that utilizes the profile of evolutionary conservation because short sequence implies that most conserved residues are likely to be in contact with DNA. However, the difference in length between mainly-\(\alpha\) and \(\alpha/\beta\) proteins is only marginally significant.

The following two observations may explain why DNA-binding interfaces in mainly-\(\alpha\) proteins are predicted with higher accuracy. First, the most significant difference between mainly-\(\alpha\) and \(\alpha/\beta\) proteins is observed in the case of pssm-SVM. Second, adding structural descriptors to seq-SVM significantly increases the accuracy for mainly-\(\alpha\) proteins. Taken together, these observations suggest that, due to identical helical periodicities observed in mainly-\(\alpha\) proteins, protein–DNA interaction pattern and corresponding evolutionary conservation pattern among proteins from this class are more similar than among proteins from other classes. Because different proteins from mainly-\(\alpha\) class contain similar patterns, pattern recognition methods based on structural information and sequence conservation are more successful in recognizing protein–DNA interactions in this class. Sequence information alone does not seem to capture helical patterns well because the performance of seq-SVM is similar for all classes. DNA-binding interface in proteins from \(frs\) class also seems to be easier to predict than that in \(\beta\)-sheet containing classes (mainly-\(\beta\) and \(\alpha/\beta\)). However, the total number of proteins in \(frs\) and mainly-\(\beta\) classes is only four, which makes the results of statistical tests unreliable.

Correlations between Protein Properties and Prediction Accuracy

In this section, we study what structural and sequence properties can affect the prediction accuracy of our SVM classifiers. In order to do this, we compute the Spearman rank correlation between accuracy of a classifier and a particular property of interest. We used secondary structure content and number of DNA-binding residues (interface size) to quantify numerically basic structural properties of each protein. We studied correlations with four types of secondary structure: \(\alpha\)-helix, \(\beta\)-strand, coil (everything other than helix or \(\beta\)-sheet in DSSP assignment), and abrupt turn (S in DSSP assignment). We consider the abrupt turn separately because it is a special type of irregular structure that involves 180° change in chain direction and reflects the overall complexity of the packing of regular secondary structure. We also computed correlations between accuracy and sequence length and between accuracy and the number of sequences used to construct PSSM.

The results summarized in Table III show that the accuracy of all classifiers is positively correlated with the percentage of positions in \(\alpha\)-helical conformation and negatively correlated with the percentage of positions in coil and abrupt turn. This implies that the more helical positions a protein contains, the higher the prediction accuracy becomes for this protein. On the contrary, an increase in the percentage of positions in coil and abrupt turn conformation considerably reduces accuracy. Abrupt turns often occur between two \(\beta\)-strands. These observations support the conclusion made in the previous section that the prediction of DNA-binding interface is much more challenging in proteins that have a large number of long-range interactions with complex topology and residue periodicities than in proteins with a high content of \(\alpha\)-helices. It is interesting to note that there is no correlation between accuracy and sequence length or interface size when prediction is made using sequence only, whereas the accuracy of pssm-SVM shows a significant negative correlation with both sequence length and interface size,
TABLE II. Pairwise Comparison of the Four Structural Classes of Proteins Using the t Test

<table>
<thead>
<tr>
<th>Test</th>
<th>α vs. β</th>
<th>α vs. α/β</th>
<th>α vs. frs</th>
<th>β vs. α/β</th>
<th>β vs. frs</th>
<th>α/β vs. frs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy of seq-SVM</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Accuracy of seq-str-SVM</td>
<td>0.74 ± 0.084</td>
<td>0.74 ± 0.084</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>p</td>
<td>0.038</td>
<td>P = 0.045</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy of pssm-SVM</td>
<td>n/s</td>
<td>0.81 ± 0.098</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>0.72 ± 0.098</td>
</tr>
<tr>
<td>p</td>
<td>0.0029</td>
<td>P = 0.007</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy of pssm-str-SVM</td>
<td>n/s</td>
<td>0.86 ± 0.087</td>
<td>n/s</td>
<td>n/s</td>
<td>0.78 ± 0.042</td>
<td>0.76 ± 0.086</td>
</tr>
<tr>
<td>p</td>
<td>0.0005</td>
<td>P = 0.039</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sequence length</td>
<td>n/s</td>
<td>94 ± 50</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Interface size</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
<td>n/s</td>
</tr>
<tr>
<td>Number of sequences in PSSM</td>
<td>1080 ± 1177</td>
<td>n/s</td>
<td>120 ± 126</td>
<td>n/s</td>
<td>1574 ± 2138</td>
<td>n/s</td>
</tr>
<tr>
<td>p</td>
<td>0.0002</td>
<td>P = 0.009</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: Seq-SVM, a predictor that uses only the amino acid sequence of the protein; Seq-str-SVM, a predictor that uses both the amino acid sequence and the structure of the protein; Pssm-SVM, a predictor that uses only the profile of evolutionary conservation of the protein; Pssm-str-SVM, a predictor that uses both the profile of evolutionary conservation and the structure of the protein; interface size, the number of DNA-binding residues; number of sequences in PSSM, the number of sequences used to construct the profile of evolutionary conservation (PSSM).

The difference between two classes is considered as not significant (n/s) if the p value is greater than 0.05.

TABLE III. Correlations between the Accuracy of SVM Classifiers and Protein Properties

<table>
<thead>
<tr>
<th>Property</th>
<th>seq-SVM Accuracy</th>
<th>seq-str-SVM Accuracy</th>
<th>pssm-SVM Accuracy</th>
<th>pssm-str-SVM Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence length</td>
<td>n/s</td>
<td>n/s</td>
<td>−0.30 p = 0.015</td>
<td>−0.46 p = 10^{-4}</td>
</tr>
<tr>
<td>Interface size</td>
<td>n/s</td>
<td>n/s</td>
<td>−0.49 p = 3*10^{-5}</td>
<td>−0.57 p = 10^{-6}</td>
</tr>
<tr>
<td>Number of sequences in PSSM</td>
<td>n/s</td>
<td>n/s</td>
<td>0.38 p = 2*10^{-4}</td>
<td>0.35 p = 0.004</td>
</tr>
<tr>
<td>Percentage α-helix</td>
<td>0.26 p = 0.038</td>
<td>0.36 p = 0.003</td>
<td>0.51 p = 2*10^{-5}</td>
<td>0.53 p = 5*10^{-6}</td>
</tr>
<tr>
<td>Percentage β-strand</td>
<td>n/s</td>
<td>n/s</td>
<td>−0.37 p = 0.002</td>
<td>−0.43 p = 3*10^{-4}</td>
</tr>
<tr>
<td>Percentage coil</td>
<td>−0.28 p = 0.024</td>
<td>−0.32 p = 0.01</td>
<td>−0.35 p = 4*10^{-4}</td>
<td>−0.35 p = 0.004</td>
</tr>
<tr>
<td>Percentage abrupt turn</td>
<td>−0.34 p = 0.005</td>
<td>−0.32 p = 0.008</td>
<td>−0.50 p = 7*10^{-6}</td>
<td>−0.40 p = 4*10^{-5}</td>
</tr>
</tbody>
</table>

Abbreviations: Percentage α-helix, percentage of positions in α-helical conformation (H, according to the DSSP assignment); percentage β-strand, percentage of positions in β-strand conformation (E, according to the DSSP assignment); percentage coil, percentage of positions in coil conformation (everything other than helix and sheet); percentage abrupt turn, percentage of positions in abrupt turns (S, according to the DSSP assignment).

Each cell shows the Spearman rank correlation between a particular property given by the row name and the accuracy of a particular SVM predictor given by the column name. A correlation is considered to be highly significant if its p value is less than 0.05/7 (0.0071), a Bonferroni-adjusted α-level for seven tests. This adjustment takes into account the fact that for the same SVM predictor we compute correlations with seven different properties. A correlation is considered to be not significant if the p value is greater than 0.05. Highly significant differences are shown in boldface type. All other notation is the same as in Table II. Results for balanced test datasets.

The accuracy of seq-SVM is correlated only with the content of Tryptophan. All other significant correlations are observed only for pssm-SVM.

The most significant correlations are all negative. They include correlations with the percentage of glycine and proline that often occur in coil and abrupt turns. This observation is consistent with the negative correlation observed between accuracy and the percentage of positions in coil and abrupt turn structure. The observed negative correlation between accuracy and the percentage of certain amino acids with strong β-sheet propensity, such as tryptophan, tyrosine, and valine, can be explained by the fact that the percentage of these amino acids is lower for long proteins with large DNA-binding interface. The accuracy of pssm-SVM also shows a significant positive correlation with the number of sequences used to construct PSSM, meaning that a large number of homologous sequences tend to improve the prediction. However, this correlation is not perfect, which means that an increase in the number of available homologous sequences does not always correspond to an increase in accuracy. This suggests that other factors may affect the prediction accuracy as well.

Finally, we studied correlation between prediction accuracy and amino acid content. The results summarized in Table IV indicate the following:

1. The accuracy of seq-SVM is correlated only with the content of Tryptophan. All other significant correlations are observed only for pssm-SVM.
2. The most significant correlations are all negative. They include correlations with the percentage of glycine and proline that often occur in coil and abrupt turns. This observation is consistent with the negative correlation observed between accuracy and the percentage of positions in coil and abrupt turn structure. The observed negative correlation between accuracy and the percentage of certain amino acids with strong β-sheet propensity, such as tryptophan, tyrosine, and valine, can be explained by the fact that the percentage of these
residues is positively correlated with the β-sheet content. Tryptophan and tyrosine also do not have a strong propensity for being either interacting or noninteracting residues which makes them hard to classify using a pattern recognition method. A negative correlation with cysteine content is probably explained by the fact that disulfide bridges make protein topology more unusual and affect typical sequence and structural patterns. The observed negative correlations with the percentage of histidine supports previously made assumption that, because of its ability to exist in different charge states, the presence of this amino acid in DNA-binding interfaces makes its prediction more complicated. The observed negative correlation with the percentage of serine does not have a straightforward interpretation.

3. The observed positive correlation with the content of arginine can be attributed to the fact that this positively charged amino acid has the strongest propensity to be in contact with negatively charged DNA. This strong propensity for interaction can be easily learned by pattern recognition methods. Surprisingly, there is no significant correlation between accuracy and content of lysine, another positively charged amino acid often found in DNA-binding interfaces. The observed positive correlation between accuracy and the content of negatively charged glutamic acid can be attributed to the fact that this amino acid has a strong propensity to be a noninteracting residue.

**DISCUSSION**

Comparison of the performance of our Support Vector Machine predictor based on the evolutionary information (pssm-SVM) to the previously reported PSSM-based neural network predictor trained and tested on the same dataset indicates that the performance of pssm-SVM is significantly better. An SVM predictor that uses both evolutionary and low-resolution structural information shows the best performance. Previously, it has been reported that using a profile of evolutionary conservation is not helpful for predicting DNA-binding interfaces. Our results do not support this conclusion. A detailed analysis of the performance of pssm-SVM on each protein individually indicates that adding the profile of evolutionary conservation improves the prediction for most proteins in the dataset. However, for some proteins adding evolutionary conservation actually decreases accuracy (Fig. 2). This decrease in accuracy cannot always be explained by a small number of homologs found by PSI-BLAST, because even a PSSM constructed using few available homologs (3 to 5) can significantly increase prediction accuracy. In general, pssm-SVM performs better if a large number of sequences are used to construct PSSM. However, this is not always the case. This suggests that other factors, such as alignment quality and diversity, may affect the performance of pssm-SVM. A potential way of improving its performance is to use manually curated multiple alignments of better quality than those automatically generated by PSI-BLAST and implement a better scheme for weighting homologous sequences in order to remove the effect of over-represented sequence families.

We observe that, on average, adding low-resolution structural information in the form of relative solvent accessibility, secondary structure, and spatial neighbors increases accuracy. However, the low-resolution structural information can also adversely affect prediction results for some proteins. This adverse effect is especially profound in the case of sequence-based prediction when evolutionary conservation is not utilized (Fig. 3). One potential source of this problem may be that the structural descriptors we used do not capture most relevant properties of DNA-binding interfaces such as the electrostatic potential. We therefore need structural descriptors with better discriminative ability with respect to DNA-binding residues. Another potential problem with using structural information is that many proteins undergo considerable

| Table IV. Correlations between the Accuracy of SVM Classifiers and Amino Acid Content |
|---------------------------------|---------------------------------|------------------------------|---------------------------------|------------------------------|
| seq-SVM Accuracy | seq-str-SVM Accuracy | pssm-SVM Accuracy | pssm-str-SVM Accuracy |
| Trp | $-0.25 p = 0.039$ | $-0.26 p = 0.033$ | $-0.40 p = 0.001$ | n/s |
| Tyr | n/s | n/s | $-0.30 p = 0.015$ | $-0.36 p = 0.003$ |
| Val | n/s | n/s | $-0.24 p = 0.048$ | n/s |
| Cys | n/s | n/s | $-0.29 p = 0.017$ | $-0.29 p = 0.018$ |
| Gly | n/s | n/s | $-0.29 p = 0.02$ | $-0.28 p = 0.02$ |
| Pro | n/s | n/s | $-0.41 p = 0.0007$ | $-0.46 p = 0.0001$ |
| Ser | n/s | n/s | $0.31 p = 0.012$ | $0.30 p = 0.015$ |
| Arg | n/s | n/s | $0.34 p = 0.006$ | $0.37 p = 0.003$ |
| His | n/s | n/s | n/s | $-0.38 p = 0.002$ |
| Glu | n/s | n/s | n/s | $0.25 p = 0.047$ |

Each cell shows the Spearman rank correlation between the content of a particular amino acid type and the accuracy of a particular SVM predictor given by the column name. Amino acid content is computed as the percentage of positions occupied by a particular amino acid type. Amino acid types that do not have any significant correlations with accuracy are not shown. All other notation is the same as in Tables II and III. Results for balanced test datasets.
conformational changes upon binding to DNA. It is unknown to what extent such conformational changes may affect even low-resolution structural descriptors. If the difference in structural properties between bound and unbound conformations is too profound, a pattern recognition method trained using structures of protein–DNA complexes will not be able to generalize successfully to predict DNA-binding interfaces on unbound proteins. We also observe that SVM classifiers perform significantly better on proteins from mainly-α structural class and that there is a significant positive correlation between the percentage of residues in α-helical conformation and prediction accuracy. This observation suggests that DNA interaction patterns formed by α-helices are easier to predict using pattern recognition methods. This is somewhat similar to protein structure prediction methods which predict the structure of α-helical proteins much more accurately than the structure of proteins that contain β-sheets. Another possible reason for better performance on mainly-α proteins is that α-helices are over-represented in DNA-binding sites. Because of the lack of nonhelical patterns, a pattern recognition method may become overtrained to predict helical interfaces. In this work we tested only SVM predictors, however, it is most likely that all machine learning methods will perform significantly better on mainly-α proteins because of the aforementioned bias in the limited dataset of experimentally characterized protein–DNA complexes and the nature of interaction patterns observed in this structural class.

CONCLUSIONS

We developed a series of Support Vector Machine classifiers for the prediction of DNA-binding sites in DNA-binding proteins. Our results indicate that including the profile of evolutionary conservation of sequence positions in the form of a properly scaled Position Specific Scoring Matrix obtained using a nonredundant sequence database significantly improves the accuracy of the prediction of DNA-binding sites. The highest prediction accuracy is achieved using a classifier that utilizes a combination of evolutionary conservation and low-resolution structural information.

For some proteins, including evolutionary conservation or low-resolution structural information may actually decrease prediction accuracy compared to the prediction based on protein sequence alone. Prediction of DNA-binding interfaces in mainly-α proteins that have a relatively simple topology is significantly more accurate than in more topologically complex β-containing proteins.

The accuracy of SVM classifiers shows significant correlations with sequence length, secondary structure content, and amino acid content. The observed correlations suggest that it may be possible to assign a reliability index to the overall accuracy of the prediction of DNA-binding sites in any given DNA-binding protein using its sequence and structural properties.

A web-server implementation of the predictors is freely available online at http://lcg.rit.albany.edu/dp-bind.
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